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1. Introduction

For a population in which character changes from occasion to
occasion, it may be, sometimes, advantageous to repeat the survey on
several occasions. Once the decision to study the population on
successive occasions is made, several alternatives regarding the
samphng fraction to be retained and sampling pattern to be followed
do arise. The relative advantages of various types ofprocedures
would depend on the variability among the units and the variability
of changes in those units as well as on the relative importance of
information on the population means. For an excellent account of
the theory of successive sampling in one stage design, the reader is
referred to Jessen (1942), Yates (1949), Patternson (1950), Tikkiwal
(1951, 55, 56), Eckler (1955), etc. The problems in two stage design
have been further explored by Tikkiwal (1965), D. Singh (1968),
Singh and Kathuria (1969) and Abraham et. al. (1969). In most of
the studies made so far, some correlation model for the same units
observed on different occasions is assumed, most general one being
due to Tikkiwal. Ajgaonkar (1968) has shown that for a unistage
sampling design under a specific retention pattern .the results
obtained by Patterson, Tikkiwal etc. are true for any correlation
pattern. In the present investigation, under a general set up of cor
relations, an attempt has been made to provide minimum variance
unbiased linear estimate of the population mean on any occasion.
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The study is confined to following two schemes. •

(a) Primary sampling units (p.s.irs.) are partially retained
alongwith their second stage units (s.s.u's).

(b) All p.s.ti's are retained and s.s.u's are partially retained.

Fixed sample sizes at both the stages i.e. n psu's and m ss'u's
within each/7SM are considered. Incase of scheme (a) retain-
tion pattern under consideration is the one in which np psu's are
retained on all occasions alongwith their ssu's and itq psu's are
selected afresh at each occasion. In case of scheme (jb) all psu's are
retained alongwith only a fraction (say, mp) of ssu's while mq ssu's
are replaced afresh in each of the psu's {p-\-q=-1).

The practical utility of these schemes is evident in circumstances
when repeated enquiries make the respondents more co-operative.
Sometimes, the nature of information to be collected may be such
that one gets better quality of data only after frequent. contacts with
the units. Retention of some of the sampling units over a number
of occasions may then be preferred. However, in situations where
response resistance developes due to repeated enquiries the schemes
have limited applications. Usually for large number of occasions
(say A>5), response resistance may be encountered. But, it depends
on the practical situation at hand and requires investigation.

2. Sampling Scheme (a)

2.1 Estimate of Mean at the/-'" Occasion When Data on
h Occasions are Available (/i>0

Consider a population consisting of N psu's each containing
M ssu's. On the first occasion take a simple random sample (srs) of

psu's and select a srs of'm' ssu's from each of the selected psu's,
selection being without replacement at each stage. On the second
occasion, retain from the first occasion a sub-sample of size 'np' of
psu's alongwith ssu's and select afresh 'nq' psu's from the units
not selected on the first occasion. In each of the 'nq' psu's, select
'm' ssu's following the selection procedure as in the first occasion.
The 'np' psu's retained during the second occasion remain fixed for
the subsequent occasions, but the remaining 'nq' psu's are selected
afresh in each occasion from units not selected on previous occasions.
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The sample size is kept constant on each occasion keeping in view the
operational convenience when actually adopted under field condi
tions. The sampling pattern may be expressed in the following
form.

Pattern I

Occasions

X X X X X
1

2 ..X..

3 X x^

(X) (X) X , X X
( ) ( )

Sampling -< (np)
fraction (m) (m) m m m

The signs ' x' and denote the psu's and ssu's respectively. Units
inside brackets stand for the retained units, whereas those which are
not in brackets denote the units taken afresh.

Notations and definitions

Xtii •• observation on the j-*" ssu in the H" psu at the
occasion.

Xt : population mean per ssu at the occasion.

xt' : mean per ssu at the r" occasion for the nmp sampling
units which are common to all the occasions.

Kt" : mean per ssu at the f*" occasion for the nmq sampling
units which are selected afresh on the occasion.

-> •<- nq-
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M

•^<1= 2j mean value per ssu for psu on the
y=l

r"* occasion {i=l, 2, , N)

N

/=i

: the mean square between psu means in the population
on the occasion (t=l, 2, h)

AT M

iV (A/-1) E ^iXiii-^uy
1=1 j=l

: the mean square between ssu's within psu's in the popu
lation on the H'' occasion (i=l, 2 h) ^

N

p'u S,, = ^ (Z-Xi) (Xt\-X7)
i=l

: the true covariance between psu means on <-"• and
occasions.

N M

PUSwtSmi = 2 2j (.x/ij—X/i)
1=1 y=l

: the true covariance between ssu's within psu's on the
and occasions (t^t'^1, 2, , h)

O 2
/V ^ C 2 1

. H .
m

and

Q ' ' C ^ ' i f Sv)t
Ptt —P tt ^bt ^bt +P tt
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An unbiased linear estimates of the population mean for the
r'" occasion utilising all the information collecled upto 7z' occasions
can be written as

h

2 ai (Sj-^/') +K/) (2.1.1)
/=!

Considering the population to be sufficiently large and n and mto be
relatively small such that the terms oforder and m/M can be
ignored, the variance of the estimate may be written as

h h

npq VGS<)= 2] 2] (2.1.2)
l=\ /'=!

where

Th'= QPii' for

=«! for /=/'

Optimum values of a/'s (/=!, 2 h), are obtained, by mini
mising the variance V(s®;), as

ai=p a-t
Ah

where h is the determinant of matrix ((yj/)), (1, l'=l,2 h) ;
Tii'is the element in the/-'"row and column of the matrix ';
Ati is the cofactor of Yu.

With these values of Oi's, the equations (2.1.1) and 2.1.2 reduce
to

h

+ (2.1.3)

and

(2.,.4)
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Defining

we see that

87/ =
V a, a,'

II

A)i=(U a? j A'ft
/=1

where A's is the determinant of the matrix ((tqjj')) ; (/, /' = 1, 2... . h),
such that

when 1=^1'

= 1 when I—I'

Now, equations (2.1,3) and (2.1.4) reduce to

It

YiP (2.1.5)
1=1

and

(2.1.6)

where A«'is thecofactor of y]i[. For convenience, herewith is
denoted by xji.

2.2. A Recurrence Relationship between 55ft and

The unbiased linear estimates of the population mean at the
/j-"' occasion obtained from (2.1.5) can be put as

A'm
Ah'

Also,

• h—1
, , v/ a,. VI Afti'

5;/4
Ahh V tt;

+ (2.2.1)

, , W-D'

A

2;.-i=p V «„-! • y
V«jAV,

(2.2.2)
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The superscript Qi—1) in A denotes that the cofactor pertains to
ft-i> I

the determinant A'ft-i- In case, no superscript is attached to a
cofactor, it pertains to the determinant of A;/. Now, it can easily
by seen that if

then

and

(fi-i)'

A ,(/=!, 2 ,h~l)
h-l, I

. A'ft, ft-i—ft {p A'ft-2—A'ft-i)

Therefore, from (2.2.1), it follows that

A 'nil

Aa'

=ah

where

Ah'h

An
an=p-

11'+S (^A-l—

(2.2.3).

This is the same expression as obtained by Tikkiwal (1965) under
the following assumptions :

;=1

P<?•= 11 Pt, <+i
t=i

-1

p"'j ~TT
t=i

for all i<j (2.2.4)

Shy _ Syjy

Sbu
9\v ^ for w, v=/-l, /; 1=2, 3,...h,

(2.2.5)
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It can be seen that when (2.2.4) and (2.2.5) hold, the condition
(2.2.3) also holds good. However, the converse is not true. There
fore, the conditions (2.2.4) and (2.2.5) are sufficient but not
necessary for the above recurrence formula. It can further be seen
that the set of conditions (2.2.3) are less restrictive than (2.2.4) and
(2.2.5). If there are some occasions for which the assumptions
(2.2.4) and (2.2.5) are not valid, the estimates can be framed as in
(2.1.5) and they may be fitted in the recurrence formulae for subse
quent occasions without breaking its continuity. For example, let
us consider four occasions, out of which conditions during the
second occasion are not normal, giving p'ja, p'23. p"i2 and to be
very small. Obviously, the relations p'i3=p'13 p'23 and p''l3=p^a p'as
are not likely to hold good in this case. As such, for third occasion,
the estimate should be framed as in (2.1.5) which can be further used
for making the estimate on fourth occasion by the recurrence
formulae.

3. Sampling Scheme {b)

In this sampling scheme the psiis selected 0 n first occasion are
retained on all occasions alongwith a fraction {say, mp) of ssiCs. In
second and subsequent occasions 'mq' ssu's are replaced afresh in
each of the psu's. The sampling pattern in this case may be
expressed in the following form.

Pattern 2

Occasions

1

2

3

X

(X)
(. . .

(X)
(...

X X

(X) (X)
(••)••• (••)••

(X) (X)
(• •)• • • (• •)• •

X

(X)(...

X

(X)
(..

(X)
(..)..

(X) (X) (X) (x) (X)
h (••)••• (••)••• (••)••• (••)••• (••)•••

Sampling < (n) —>
fraction (m^) mq (mp) mq {mp) mq {mp) mq {mp) mq
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All the signs have got the same meaning as in Pattern 1. Following
the procedure as in section (2.1), under the same assumptions, an
unbiased linear estimate of the population mean at the r"' occasion,
utilising the information collected upto h occasions is given by

h

=2(3.1)
/=! "

and its variance is given by

^)+(3.2)
where Dk is the determinant of the matrix ((y^)), (1, 1'=!, 2...,)

II

such that

when l^r
u II m

=o(jt==_^5L, when /=/'
m

and Dti is the cofactor of y* in D^. The estimate and its variance

can be put in a convenient form as

It

1=1

and

where £)« is the cofactor of t]* in D?/ ; Dn being the determinant of
tl

matrix ((ig*,,)) (1, l' = l, 2 h)

= q Pti' when l^l'
II "

= I when 1=1
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If

...h-2) (3.5)

the estimate ofmean as obtained from (3.3) can be put as

4. Efficiencies Of The Estimates

Comparison of the estimates for general pattern of correlation
was, however, not possible. As such, comparisons have been made
under the exponential correlation model S„' = S"- '̂i for all 1 and/'
ilH'). Table 1 gives the percentage gain in efficiency ofthe mean
Sft over 3* for different values of h, q, p', p" and <l^lm ( V
„ \ j
Some conclusions are as follows :

(0 The percentage gain in efficiency 'G' increase as -1 de-
m

creases for all sets of values of h, q, p' and p".

(iO 'G' increases as p' increases for fixed h, q, and p".

(Hi) For a given set of h,q, and for

p' = .5, 'G' decreases consistently for increasing values ofp".
p'=.7, 'G' is maximum at ?"=.? and
p'=.9, 'G' increases consistently for increase in p".
{iy) Sampling scheme (a) is more efficient than sampling

scheme {b) for the estimate of mean for almost all values of/z q,
' m '

p' and p" with a few exceptions. These sets are given by the negative
values of 'G' in the table.

A similar comparison of efficiency is made by Kathuria and

Singh (1971). Percentage gain in efficiency of over x* for the

model S(j'=S have also been worked out and it provides similar
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conclusions. However, the numerical values ofgains mefficiency are
increased consistently. An overall indication from this study is that
the sampling scheme (a) should be preferred to the scheme (ft).

5. Robustness Of The Estimates

In this section robustness of the estimates are studied with
respect to slight to moderate changes from exponential model of
correlations. Two models considered for this purpose are ;

Model 1 ; Exponential correlation model as
Model 2 : This is an arithmetic correlation model similar to

that ofHansen et. al. [1955] and Rao and Graham [1964],
for d>0

^0 otherwise

Tab1e-2 has been prepared using an IBM 1620. For sampling
scheme (a), table-2 provides the percentage gain in efficiency of
estimates (A=3, 4 and 5) over simple random sampling and the
optimum g for the values of d^O.05 (0.05) 0.20, 8=0.5(0.1) 0.9 for
model-2 and same values of 8 for model 1. It is seen from this
table that model-1 is fairly robust for slight to moderate deviations
as shown by the alternate arithmetic model. However, with increas
ing values of 8 and h the robustness shows a decreasing trend.
Optimum q's for models 1 and 2 are either same or deviate only
by 0.1.

Investigations for sampling scheme (b) also provide similar
conclusions regarding robustness.

It may further be mentioned that calculation of optimum
replacement fraction for correlation models 1 and 2 is not straight
forward. It has been obtained with the help of electronic computer.
However, when Si<=S the calculation of optimum replacement
fraction becomes quite simple and is given by the positive root of the
quadratic equation.

S{(/i-l) 8-(A-2)} 9^-2^+1=0

Thus, the optimum replacement fraction is

ngo'
l + V(l-S)^+ft8(l-8)
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Summary

In the present paper the theory of successive sampling for two
stage samphng designs has been discussed for following two sampling
sciicrncs

^-etainedalongwith their secondary sampling units (ssu's).
(b) All psu's are retained and ssti's are partially retained.
It is observed that in most of the practical situations sampling

scheme (a) should be preferred over sampling scheme (b).
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Table 2

Percent gain in efficiency of Sis over sample mean and optimum q (in parenthesis)
under the exponential model

A
S->

.5 .6 .7 .8 .9

3

.05

.10

.15

.20

11.07(.5)
9.90(.5)
8.96(.5)
8.23(.5)

17.13(.5)
15.47(.5)
14.12(.5)
13.02(.5)

25.58(.5)
23.19(.5)
21.23(.5) ^
19.64(.5^

38.19(.6)
34.33 (.6)
31.32(.6)
29.01 (.6)

59.56(.7)
52.92(,6)
47.92(.6)
44.17(.6)

Model 1 7.69(.5) 12.33(.5) 19.37(.5) 30.81 (.6) 54.10(.6)

4

.05

.10

.15
.20

13.13(.5)
10.70(.5)

9.11(.5)
8.24(.5)

20.43(.5:)
16.92(.5)
14.15(.5)
13.04(.5)

30.68(.5)
25.58( 5)
22.08(.5)
19.78(.5)

45.64(.5)
37.97(.5)
32.77(.5)
29.29(.5)

70.37(.6)
57.15(.6)
49.16(.6)
44.29(.6)

Model 1 7.73(.5) 12.48(.5) 19.90(.5) 32.68(.5) 59.94(6)

5

.05

.10

.15

.20

14.]9(.4)
10.79(.5)
9.21(.5)
8.32(.5)

22.08(.5)
17.20(.5)
14.55(.5)
13.55(.5)

33.28(.5)
26.14(.5)
22.09(.5)
20.11 (.5)

49.73(.5)
38.95(.5)
32.8] (.5)
29.56(.6)

75.75(.5)
58.30(.5)
49.16(,6)
44.85(.5)

Model 1 7.73(.5) 12.50(.5) 20.00(.5) 33.17(.5) 62.58(.5)
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